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Abstract— In this paper, we discuss the role that ontologies, a key element in the Semantic Web vision, can have within eLearning and how they can help improve the learning process. We take the LT4eL project as test case, since in this project ontologies play a crucial role in enhancing the management, distribution and retrieval of the learning material within a Learning Management System (LMS). We also sketch a potential use of ontologies in facilitating social learning.
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I. INTRODUCTION

The World Wide Web contains an enormous quantity of information but this information is designed for human consumption. The Semantic Web vision, however, is working towards an automatic computer-based processing of information on the Web, bringing thus a change to this situation [1]. More specifically, in order to make use of the information on the Web, we need to be able to interpret the large collection of available facts in the context of knowledge. Information on the web needs thus to be supplemented with semantic knowledge. This can be achieved by making the meaning of documents on the Web explicit and ontologies play a crucial role in this vision.

Ontologies allow for a representation of knowledge that enables inference to be performed obtaining thus new insights. Representing knowledge in the form of a conceptualization (i.e. ontologies) is crucial for the automatic processing of the information on the Web. However, ontologies can also enhance the management, distribution and retrieval of the learning material within a Learning Management System (LMS) and can thus play a relevant role in eLearning.

The aim of the LT4eL project (www.lt4el.eu) is to integrate the results of the research carried out in the Semantic Web area, as well as in the Language Technology area to enhance eLearning in order to develop innovative applications for education and training [2]. Our aim is to improve the retrieval of static and dynamic content by employing Language Technology resources and tools for the semi-automatic generation of descriptive metadata while semantic knowledge is integrated to enhance the management, distribution and search of the learning material [3]. The integration of technology based functionalities will facilitate the construction of user specific courses, will allow direct access of knowledge, will improve the creation of personalized content and will support decentralization and co-operation of content management. The LT4eL project is rather innovative in this respect, even though some other approaches in this direction are emerging, as attested by [32] and [33].

Ontologies play a relevant role in the realization of these objectives since they can be employed to query and to navigate through the learning material supporting thus the learning process. The relevant concepts which are attested in the learning objects constitute the backbone of the ontology. Thus, a link is created between the learning material and its conceptualization which is represented by means of the ontology allowing for the creation of individualized learning paths. Ontologies allow for the possibility to develop a more dynamic learning environment with better access to specific learning objects.

In particular, in the LT4eL project, ontologies are employed in order to:

- improve the reuse of learning objects available within a Learning Management System;
- facilitate access to objects in various languages since the ontology plays the role of an interlingua which mediates at the conceptual level among language specific textual realizations of the concepts.

In the LT4eL project, we take two groups of users into account:

- Tutors/content providers who want to compile a course for a specific target group and who want to draw on existing texts, media etc.;
- Learners who are looking for contents which suit their current needs, e.g for self-guided learning.

Ontologies, however, can play a relevant role not only in improving the retrieval of learning material but they can also be exploited to facilitate social learning, if certain extensions are envisaged. Even though ontologies
provide a formal representation of the content of the learning material, which is crucial for its retrieval and its reuse they might not include the appreciation people express for different kinds of materials.

In order to support social and informal learning, it is thus necessary to create a link between the formal representation of a given domain in the form of ontologies and the informal descriptions produced by social tagging (i.e. folksonomies) [4]. It is through tagging that learners with similar interests and preferences can be identified.

Ontologies can have an impact in real life eLearning applications (and within the Semantic Web initiatives) if the problem of the knowledge acquisition bottleneck is solved. It is too costly to develop (domain) ontologies manually and therefore a semi-automatic approach should be envisaged. We believe, however, that the availability of techniques and tools in the Natural Language Processing area as well as in the Semantic Web area are providing a valuable contribution to the solution.

The structure of the paper is as follows: in the next section, we give an overview of the ontology creation process carried out in the LT4eL project as well as the roles of the language specific lexica and the semantic annotated objects in allowing for cross-lingual retrieval; section 3 discusses the semantic search engine and the way it facilitates the retrieval of learning material also across languages. Section 4 discusses the role of ontologies within eLearning. In section 5, we sketch a novel use of ontologies within e-learning to support social learning, while section 6 focuses on the automatic development of ontologies. The paper ends with some conclusions.

II. ONTOLOGY DEVELOPMENT FOR ELEARNING

As already mentioned, the aim of the LT4eL project is to improve the retrieval and the usability of (multilingual) learning material within a Learning Management System. In order to achieve this objective, an ontology-based search functionality has been developed which is based on the following components:

- collection of (multilingual) documents which constitutes the corpus of learning objects;
- a (language independent) ontology that includes a domain ontology in the domain of the learning objects. A domain ontology consists of a set of concepts, belonging to the same domain, and various kinds of relations between the concepts;
- a lexicon for each of the languages addressed which comprises words or phrases that are mapped to concepts attested in the ontology;
- a collection of learning objects annotated on the basis of the concepts attested in the domain ontology.

In the rest of this section, the various components are described in detail and it will be discussed how the various components contribute to the development of the semantic search functionality.

A. Collection of learning objects

The development of the semantic search functionality is based on domain specific corpora for the various languages addressed in our project, that is Bulgarian, Czech, Dutch, English, German, Polish, Portuguese and Romanian. It was decided to collect corpora of learning objects of at least 200,000 running words per language. The topics of these learning objects are in the area of computing and the corpora include, mainly introductory texts and tutorials for word processing, HTML etc., texts which address basic academic skills, and texts about eLearning. Around one third of the corpora is truly parallel in the sense that we used translations of the same basic text into the various languages, to this end, we chose the CALIMERA corpus (http://www.calimera.org/) because it is close to our domains. We are aware of the fact that the individual corpora are rather small and cannot be considered to be representative for the text sort of educational texts. However, we assume that the corpora are large enough to build the functionalities developed in the LT4eL project (cf. the evaluation results in [3]).

The texts which are part of our corpus are in different formats, namely PDF, DOC and HTML. We have transformed these texts into structurally and linguistically annotated documents which serve as input for the ontology building. Some preprocessing was necessary to unify the different formats. We used third party tools, some auxiliary scripts and modest manual intervention. As result, the text together with some basic structural and layout features is preserved in a project-specific format called BaseXML. In the project, we provide a Document Type Definition (DTD) which defines the structural, the layout and the linguistic information of these documents. This DTD, called LT4eLAna, is derived from the widely used XCESAna DTD for linguistic corpus annotation. This guarantees that our annotated corpora will be reusable in other research projects.

On top of the linguistic annotation, the DTD allows for the markup of keywords and definitions. This has been done manually in the first project phase. Around 1000 keywords have been identified and marked in the texts. This information has been used for the creation of a language independent keyword extractor [5] as well as for the development of our domain ontology.

B. The LT4eL domain ontology

The domain of the corpus assembled within the LT4eL project is that of computing and the main application of the domain ontology we have created is related to the indexing of the learning objects within this domain.

The ontology has been developed on the basis of the manually annotated keywords in the eight languages of the project which have been translated into English. These terms have been augmented with definitions which have been collected by searching the web, in this way, it has been possible to represent the various meanings of the terms. On the basis of these terms, the relevant concepts
have been created which constitute the backbone of the
domain ontology (cf. figure 1).

The domain ontology has been mapped to an upper
ontology (in our case we used DOLCE – [6], [7]) in order
to inherit the knowledge already encoded in the upper
ontology including relations. In addition, we ensure an
appropriate classification of the concepts with respect to
concept meta properties that are defined in OntoClean [8]
(i.e. the ontology creation methodology). The mapping to
the upper ontology involved OntoWordNet [9] which is a
version of WordNet [10] restructured in accordance to
DOLCE (cf. figure 2).

Fig.1 overview of the ontology creation process

The ontology has been extended with additional
concepts taken from:

1. the restriction on already existing concepts (for
   example, if a program has a creator, the concept
   for program creator is also added to the
   ontology);
2. superconcepts of existing concepts (if the
   concept for text editor is in the ontology, then we
   added also the concept of editor (as a kind of
   program) to the ontology);
3. missing subconcepts (if left margin and right
   margin are represented as concepts in the
   ontology, then we add also concepts for top
   margin and bottom margin).
4. the annotation of the learning objects has also
   played a relevant role in the extension of the
   ontology. If a concept is represented in the text of
   a learning object and it is relevant for the search
   within the learning material, we have added the
   concept to the ontology.

The current version of the ontology contains about
750 domain concepts, about 50 concepts from DOLCE
and about 250 intermediate concepts from OntoWordNet.

C. The LT4eL lexicon

For each language represented in the project, we have
developed a lexicon on the basis of the existing ontology.
The lexicons represent the main interface between the
user's query, the ontology and the ontological search
engine.

Here is an example of an entry from the Dutch
lexicon:

<entry id="id60">
<owl:Class rdf:about="lt4el:BarWithButtons">
<rdfs:subClassOf>
<owl:Class rdf:about="lt4el:Window"/>
</rdfs:subClassOf>
</owl:Class>
<def>
A horizontal or vertical bar as a part of a window,
that contains buttons, icons.</def>
<term lang="nl">
werkbalk</term>
balk
balk met knoppen
menubalk
</termg>
</entry>

Each entry of the lexicons contains three types of
information:

1. information about the concept from the ontology
   which represents the meaning for the terms in
   the entry;
2. explanation of the meaning of the concept in
   English;
3. a set of terms in a given language that have the
   meaning expressed by the concept.

The concept part of the entry provides the information
for the formal definition of the concept. The English
explanation of the meaning of the concept facilitates the
human understanding. The set of terms represent different
wordings of the concept in the given language. One of
the terms is the one representative for the term set. Note
that this is a somewhat arbitrary decision, which might
depend on frequency of term usage or specialist’s
intuition. This representative term will be used where just
one of terms from the set is necessary to be used, for
example as an item of a menu. In the example above, we present the set of Dutch terms for the concept \textit{lt4el:BarWithButtons}.

In the literature, various approaches have been proposed to carry out the mapping task between concepts and terms. Most of them consider the multilingual lexicons as starting point and then try to establish the connection to the concepts. Examples of such initiatives are WordNet [10], EuroWordNet [11], SIMPLE [12]. In our project, we have assumed an alternative approach to link the ontology to the lexicons which is very close to the LingInfo mode [13]. We have constructed the terminological lexicons on the basis of the formal definitions of the concepts within the ontology. In this way, we have avoided the complex task of mapping different lexicons in several languages, as was the case in EuroWordNet [11]. The main problems that might occur within this approach are that:

1. for some concepts there is no lexicalized term in a given language;
2. some important term in a given language has no appropriate concept in the ontology which should represent its meaning.

In order to solve the first problem we allow the lexicons to contain also non-lexicalized phrases which have the meaning of the concepts without lexicalization in a given language.

We encourage the lexicon builders to add more terms and phrases to the lexicons for a given concept in order to represent as many ways of expressing the concept in the language as possible. These different phrases or terms for a given concept are used as a basis for the construction of the regular grammar rules for annotation of the concept in the text which will be described in more details below.

In this way, it was possible to capture the different wordings of the same meaning which might occur in texts. The various mapping varieties are illustrated in figure 3.

The picture depicts the realization of the ontological concepts in a natural language. The concepts are language independent and they might be represented within a natural language as form(s) of a lexicalized term (or item), or as a free phrase. In general, a concept might have a few terms connected to it and a (potentially) unlimited number of free phrases expressing this concept in the language. In our lexicons, we have decided to encode as many free phrases as possible in order to have better recall on the semantic annotation task. In case of a concept that is not-lexicalized in a given language we require at least one free phrase to be provided for this concept.

In order to solve the second problem (i.e. an important term has no concept in the ontology), we modify the ontology in such a way that it contains all the important concepts for the domain. However, this solution requires a special treatment of the "head words" in the lexicons, because such phrases allow bigger freedom with respect to their occurrences in the text. Variability is a problem even with respect to the lexicalized cases and we have chosen to represent the most frequent (based on the learning objects we already processed) variants for each concept.

To conclude: in the LT4eL project, the ontology represents the semantic knowledge in form of concepts and relations with appropriate axioms while the lexicons represent the ways in which these concepts can be realized in texts in the corresponding languages. Clearly, the ways in which a concept could be represented in the text are potentially infinite in number. We could represent in our lexicons only the most frequent and important terms and phrases.

D. Semantic annotation of learning objects

Annotation grammars have been employed for the annotation of our corpus with ontology information. They can be considered as a special kind of partial parsing tool which for each term in the lexicon contains at least one grammar rule for the recognition of the term. For the implementation of the annotation grammar we rely on the grammar facilities of the CLaRK System. (http://www.bultreebank.org/clark/index.html)

The creation of the current annotation grammars started with the identification of the terms in the lexicons for the relevant languages. Each term has been lemmatized and the lemmatized form of the term was converted into regular expression of grammar rules. Each concept related to the term is stored in the return markup of the corresponding rule. Thus, if a term is ambiguous, then the corresponding rule in the grammar contains reference to all concepts related to the term.

The annotation needs not be anchored to the content of

Figure 3: Relation between concepts of the ontology and lexicalized terms vs. phrases in a particular language
the learning object. The annotator of the learning object can include in the annotation all concepts and relations he/she considers to be important for the classification of the learning object. However, in order to accurately link a learning object and/or its parts to the proper places in the conceptual space of the ontology, the inline annotation of the content of learning objects becomes an obligatory intermediate step in the meta-annotation of the learning objects with ontological information. The inline annotation is done by regular grammar rules attached to each concept in the ontology reflecting the realizations of the concept in the texts of the corresponding languages. Additionally, rules for disambiguation between several concepts are applied when a text realization is ambiguous between several concepts. However, at the current stage of the project we carry out disambiguation manually.

Within the project we performed both types of annotation, inline and through metadata. The metadata annotation is used during the retrieval of learning objects from the repository. The inline annotation is used in the following ways: (1) as a step to metadata annotation of the learning objects; (2) as a mechanism to validate the coverage of the ontology; and (3) as an extension of the retrieval of learning objects where, except for the metadata, we could use also cooccurrences of concepts within the whole LO or its subparts (paragraphs or sentences).

More specifically, the annotation was carried out by means of a version of the CLaRK System that includes the appropriate DTDs, layouts, grammar and constraints. The process implied two phases: (1) preparation for the semantic annotation and (2) actual annotation. The former refers to the compilation of appropriate regular grammars that identify the connection between the domain terms in some natural language and the ontological concepts. It also considers the construction of a DTD, layouts and support semi-automatic tools for assigning and disambiguating concepts, namely the constraints. In the annotation phase, the regular grammar finds the occurrences of terms in the text and assigns all the possible concepts per term. As explained previously, the regular grammars were constructed automatically on the basis of the lemmatization of the terms in the lexicons. Thus, in some cases the grammar can under- or over-generate. The constraints, on the other hand, aim at making the annotation process more accurate. The constraints support the manual annotation.

III. **Semantic Search for Cross-lingual Retrieval**

One of the goals of the LT4eL project is to develop a search functionality which improves the accessibility to documents in a learning management system by exploiting semantic characteristics of search queries and documents. In addition, it should work for several languages and it should enable users to find documents in various languages while using ontology representations or search queries in the user’s language.

The search engine which we have developed builds on the data as described in the previous section, namely:

1. a collection of documents in several languages, covering one common domain or subject;
2. an ontology for this domain;
3. lexicons which provide language-specific terms for the domain concepts;
4. semantic annotation of the documents.

Another assumption is that there is a lexicon representing a user’s native language and that there are documents in those languages which the user specifies as his second, third etc. language.

The basic idea of the ontology-based search (or semantic search) is that concepts from the ontology lead the user to those documents which are appropriate for his query. The search is most precise when the user directly selects concepts from the ontology. However, we want users to start with a free-text query for two reasons.

First, today’s typical user is familiar with the Google search engine and is used to type one or more words and get results immediately. Two other kinds of search that work like that are part of the LMS, i.e. full-text search (all words from the text are considered when looking for a match for the query) and keyword search (matching with words that are assigned as keywords to the documents – to avoid confusion, we call the user input search words/terms, not keywords). Therefore, we invoke semantic search as soon as the user has entered his search words, and give first results together with the results of the other search methods.

Second, we consider it useful to provide the user with a starting point for finding the proper place in the ontology. The search words are used to find this place in the ontology. So in a second step, the user can navigate through the ontology and select concepts as the input for a more precise search.

It is also possible to start immediately from the ontology view; in this case, no starting point can be offered to the user, so navigation will start from the root of the ontology: the most general available concept.

Figure 4 shows how a part of the ontology can be presented to the user: the taxonomic structure (super/sub concepts) is made clear by indentation; concepts that have a different relation to a shown concept can be faded in by clicking on a button.
The semantic search procedure takes as input parameters: a) the language in which the query will be formulated (determines which lexicons to use for lookup); b) languages for which the user wants to see available documents; c) search terms given by user; d) concepts selected by user; e) a method for combining the concepts (“AND-search” or “OR-search”); f) two options indicating whether documents should be retrieved which do not contain the desired concept but, for the two options, respectively, a superconcept or a subconcept of it.

The data flow from the user query to the retrieved documents is as follows:

1. the search words are looked up in the lexicons of the chosen languages. Search words are normalised orthographically before lookup;
2. if lexical entries are found in the lexicon, they are matched to concepts in the ontology. These concepts are also used as starting points for ontology navigation which precedes selecting concepts;
3. documents in the desired languages are retrieved, based on the set of found concepts, while taking into account the and/or parameter, OR
4. concepts directly selected from the ontology are the basis for the search, again taking into account the and/or parameter.

The search engine returns a list of documents which semantically match the search word(s) or selected concepts. For each found document, in addition to already available information such as title and relevant metadata such as assigned keywords, the following information is made available:

a) “matching concepts”: all concepts that were the basis for search and match the document. This is a subset of all the concepts that relate to the document, and can include main search concepts (concepts that are found on the basis of the entered terms, and concepts directly selected from the ontology), but also super and subconcepts of those in case concept query expansion was invoked.

b) snippet: a small fragment of the document (or two fragments, connected by three dots), selected around occurrences of the matching concepts, which are marked so that they can be highlighted when displaying. If there are multiple matching concepts, the ones that occur more frequently are preferred. Furthermore, occurrences of different concepts close to each other in the text are preferred. The idea behind this is that terms (or the concepts behind them) that describe a topic are likely to co-occur in a sentence or passage, both [14] and Google (http://www.google.com/technology/whyuse.html) use this notion for ranking (if such a passage is contained, the document is more relevant), while [15] and [16] apply it for passage retrieval. In our approach, it allows for selection of a snippet that is representative as a preview of the document to the user.

c) relevance score, by which the retrieved documents are sorted. It is a value between 0 and 1 which is an aggregation of two scores, reflecting the following aspects:

- the number of different main search concepts that match the document (excluding concepts that were automatically added by query expansion). This reflects how well the document matches the query;
- the occurrence frequency of the matched concepts: if they occur more often, they play a more important role in the document. The frequency is normalised for document length, to compensate for the fact that a short document cannot mention the concept as often as a long document but can still be very relevant. For this score, also the matched inferred (super/sub) concepts are taken into account, but with a lower weight than the main search concepts. Thus, the second part of the score reflects the relevance of the concepts to the document.

In the version of the search system that is currently being developed in LT4eL, users are able to choose which of the types of search they want to use simultaneously. The semantic search results will be
joined with the results of full-text search and keyword search, which also have a relevance score.

Figure 2 shows the user interface of the search engine as it is implemented in a prototype of the ILIAS Learning Management System (www.ilias.de).

IV. ONTOLOGIES AND ADD VALUE FOR ELEARNING

The semantic search we have sketched in the previous section is currently subject to user-centred evaluations to reveal how well received it is in the context of the learning management systems where it is used to solve real tasks. Preliminary results show that both tutors and students highly appreciate the possibility to retrieve documents in several languages. Furthermore, they recognize that the added value of the ontology lies in the visualization of the relation among concepts. Thus, leading the way towards a more personalized learning path for students and a better way to reuse the learning material for tutors.

More specifically, students commented positively on the fact that related documents were retrieved, and the fact that semantic search gave access to the related topics provided by the concept browser. In addition, they stated that semantic search provides better results than full text search due to the ontological structure of the search. One gets better insight in the topic and thus a better view of things that one may not understand. If one doesn’t exactly know what something means, the semantic search helps by displaying related topics. The majority of the students we have tested find very useful to be able to navigate to associated topics, and browse documents in this way. They remark that this is a good way to browse if one is uncertain on what one is looking for or if one doesn’t know the right keywords. However, for a minority of students, browsing an ontology is a new activity and they prefer to search documents through full text search they are familiar in Google.

It should also be noticed that preliminary quantitative evaluation results show the superiority of the semantic search with respect to full text search for all the languages of the project [17].

More generally, we believe that with the addition of ontologies, the following eLearning requirements are improved:

- **Delivery**
  While in traditional learning it is the instructor who determines the agenda, within eLearning this task is left to the student. In the LT4eL project, we make a contribution in this respect. Learning objects are available within LMS, but they are linked to the ontology. Relevant concepts are annotated in the learning objects on the basis of the ontology allowing for semantic search. It will be thus possible to enable the construction of a user-specific course, by semantic querying for topic of interest.

- **Access**
  While in traditional learning, the progression of knowledge is linear, this is not the case within eLearning, which allows for direct access to knowledge in whatever sequence makes sense to the situation at hand. The added functionalities allow the user to describe the situation at hand and perform semantic querying for the suitable learning material. Access to knowledge can be expanded by semantically defined navigation through the use of the ontologies that allow for some form of inference which can be used for semantic match like classification and taxonomic reasoning.

- **Personalization**
  While in traditional learning content must satisfy the needs of many possible users, within eLearning content can be personalized, and it is determined by the individual user’s needs. A user searches for learning material customized for her/his needs. With the added functionalities developed within the project, the ontology is the link between user needs and characteristics of the learning material.

- **Authority**
  While in traditional learning, the content is centralized and it is selected from a library of materials developed by the educator, within eLearning, the content is distributed since it comes from the interaction of the participants and the educators. The semi-automatic generation of metadata envisaged by the project, together with the ontology, allows for retrieval of both static (introduced by the educator) and dynamic (learner contribution) content within the LMS for an effective co-operative content management.

V. ONTOLOGIES FOR SOCIAL LEARNING

In the previous sections, we have shown how ontologies have been employed in the LT4eL project to improve the retrieval and the management of learning objects in a Learning Management System.

However, another possible use of ontologies which we sketch in this section is in the context of social learning. The amount of material that can be used for learning purposes is growing and it might go beyond text books, exercises or presentations originally developed by educational institutions. Due to the available technology, learners are also in the position to share the results of their learning activity through repositories similar in their functionality to YouTube (http://www.youtube.com), Flickr (www.flickr.com) or Del.icio.us (del.icio.us). These repositories feature a strong social component and allow users to share and reuse the uploaded material as well as to comment on its quality. In this context, a formal representation of the content of the learning material, while crucial for its retrieval and its reuse might
not include the appreciation people express for different kinds of materials. In order to support social and informal learning it is thus necessary to create a link between the formal representation of a given domain in the form of ontologies and the informal descriptions produced by social tagging and folksonomies.

It is thus necessary to create the appropriate methodology to support social and informal learning through the development of services that are based on the interaction between a formal representation of domain knowledge and a social component which complements it. We envisage the need to create an infrastructure for knowledge sharing in which learners can develop a system of interoperable personal and community knowledge bases which is best formalized by means of an ontological layer. Ontologies present the right level of abstraction over the meaning in general domains (upper ontologies) as well as in concrete domain (domain ontologies). Through their formalization by means of standard ontology languages such as RDF(S) and OWL it is possible to employ inference mechanisms for searching and proposing to the learner the appropriate learning material. In order to extract the relevant domain knowledge Natural Language Processing techniques can be employed to identify terms (including their definitions) which are mapped into concepts as well as the relations among these concepts.

Furthermore, in order to include the social dimension into this system, the traditional bipartite model of ontologies can be extended leading to a tripartite model of users (actors), tags (concepts), and resources (instances of concepts) [18]. Additionally, the social tagging approaches can be integrated with the more formal conceptualization approaches based on ontologies. This can be achieved by grouping together highly related tags corresponding to elements in ontologies structured according to the relationships holding amongst those elements. Natural Language Processing techniques in combination with statistical techniques can be employed to this purpose. Tags can also be proposed to users on the basis of existing ontologies and/or the learning material being considered, leading thus towards a more formal social tagging.

This approach can lead to development of services to support social and informal learning by improving the creation of personalized content, by allowing for decentralization and co-operation of content management and by creating communities of learners on the basis of their learning needs and interests.

VI. SEMI-AUTOMATIC DEVELOPMENT OF ONTOLOGIES

In the LT4eL project, a domain ontology has been employed to facilitate the retrieval of the learning objects across different languages. However, in order to be able to move from a prototype system to a real one, we should be able deal with different domains. While extending the dictionary is not problematic since existing terminological dictionaries could be adapted for the purpose, building appropriate domain ontologies is not a trivial task. More generally, in order to be able to use ontologies within eLearning, we need to be able to create and populate domain ontologies semi-automatically on the basis of the available material.

We believe, however, that the availability of techniques and tools in the Natural Language Processing area as well as in the Semantic Web area are providing a valuable contribution to the solution.

In particular, the task can be achieved by employing a data driven approach and natural language processing techniques can be adopted to extract terms/concepts, definitions and relations from learning material. We can build on existing techniques which rely mainly on statistical analysis, patterns finding and shallow linguistic parsing ([19], [20], [21], [22], [23] for an overview). We want to emphasize the role that linguistic information can play in order to acquire knowledge from text (cf. [24], [25], [26] for similar attempts). More specifically, we want to exploit the implicit grammatical knowledge present in texts (i.e. morphological, syntactic and semantic information) to extract the knowledge which will constitute the building blocks of the domain ontology, that is terms, synonyms, concepts and ultimately taxonomies and relations.

In order to achieve this, we plan to build on results obtained within the LT4eL project in which a keyword extractor has been developed mainly to facilitate the semi-automatic generation of metadata, while definition extraction has been employed mainly for the creation of lexica [2].

In the context of semi-automatic ontology development, however, the keywords extracted could be used as first step towards the creation of concepts for a domain ontology related to the learning objects adopted (cf. also [27]). Similarly, definitions extracted from the texts employed could be used to define the concepts present in the ontology (cf. also [28], [29]). In addition, [30] and [31] are relevant for traditional methods of relation extraction form text in which NLP techniques are employed.

We believe that this approach on ontology learning, which is based on NLP techniques, can be integrated with more recent approaches which use dynamically selected ontologies as background knowledge in order to populate existing ontologies (cf. [31] as an attempt in this direction). More specifically, selected terms can be matched with concepts already present in ontologies dynamically selected from online ontology repositories such as Swoogle1 or Watson 2 or Ontoselect 3.

The integration of these two approaches has not been considered yet in the literature and constitutes an innovative aspect which might contribute to the solution of the knowledge acquisition bottleneck. Furthermore, the

1 http://swoogle.umbc.edu/
2 http://watson.kmi.open.ac.uk/
3 http://olp.dfki.de/OntoSelect/w/
application of these approaches to eLearning represents a novel test case, which we leave for future research.

VII. CONCLUSIONS

In this paper, we have addressed how ontologies, a key element of the semantic web vision, can contribute to eLearning and can enhance the learning process. We have taken the LT4eL project, as test case. In particular, the semantic search facility which has been implemented in the context of the project and which is now used by the ILLAS learning management system shows the potential of ontologies in the application domain of information retrieval. In this model, the central role is assumed by the ontology which determines the content of the other components of the model. Another advantage of our model is that it supports the work in a multilingual environment. The mappings between lexicons and ontology are performed with the aim that each term in each language is linked to a corresponding concept, and vice versa – each concept in the ontology is exemplified by at least one expression (be it lexicalized or a free phrase). Thus, the ontology itself as well as specific language lexicons are verified in a cross-lingual context. We have created lexicons and annotation grammars for all the languages in the project. The mapping between the language specific lexicons was facilitated by the ontology.

We have also sketched another potential use of ontologies in the context of social learning and we have made the claim that the technology in the area of Natural Language Processing and in the Semantic Web area is now ripe to allow for semi-automatic development of ontologies. We leave the assessment of this claim for future research.
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